In this paper, we propose a fine-grained mobile application clustering model using retrofitted document embedding. To automatically determine the clusters and their numbers without predefined categories, the proposed model initializes the clusters based on title keywords and then merges similar clusters. For improved clustering performance, the proposed model distinguishes between an accurate clustering step with titles and an expansive clustering step with descriptions. During the accurate clustering step, an automatically tagged set is constructed as a result. This set is utilized to learn a high-performance document vector. Experimental results showed that the purity of the proposed model increased by 0.19, and the entropy decreased by 1.18, compared with the K-means algorithm. In addition, the mean average precision improved by more than 0.09 in a comparison with a support vector machine classifier.
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To classify applications with an automatically constructed training set, we propose a method for learning document vector representations. Unlike conventional methods for predicting the words in a document from the input document, the proposed model learns how to predict the documents within the same cluster with distance constraints between the input document and the output documents on the object function. Because synonyms with different keywords have mutually separated clusters, it then merges certain similar clusters. For improved performance, the proposed model uses word embedding and retrofitted document embedding.

The major contributions of this paper are summarized as follows. First, we propose a fine-grained and semi-supervised clustering method for a very large mobile application set. Second, we propose a method for learning a document vector using an automatically constructed training set. Finally, we exploit both word embedding and document embedding to merge similar clusters.

II. Related Works

1. Fine-Grained Document Clustering

Word and phrase-based clustering approaches utilize salient words or phrases as keywords for document clustering [8]–[15]. They have the following advantages. The label of each cluster can be easily obtained from the keywords of the clustering results. In addition, these approaches do not require predefined categories or their numbers. Moreover, they can choose either the fine-grained clustering results or the coarse-grained clustering results by adjusting the keyword selection method applied. Product-feature-based clustering approaches [12]–[15] have recently focused on sentences describing the characteristics of a product, such as its functions. The product features are recognized from such sentences and then clustered according to what the sentence describes. The performance depends on how the feature keywords are selected from the sentences. An association rule [16] is widely used for such tasks, and probability-based methods are used to remove inappropriate words by distinguishing between words that tend to frequently occur in certain product fields [12]–[14].

To obtain useful keywords from millions of mobile applications, the proposed model extracts keywords from the titles, rather than long descriptions. The proposed model considers there to be much less noise in a title than in a description because creators tend to carefully name their mobile applications.

2. Text Representation through Deep Learning

Word-embedding approaches can change from a high dimensional discrete vector to a low-dimensional continuous vector. CBOW and Skipgram have been proposed as neural-network based word-embedding models [17]. CBOW learns the weight matrix to predict the target word from the input context words, whereas Skipgram learns the weight matrix to predict the context words from the input word. The learned weight matrix is used to encode words into a low-dimensional word vector.

Word-embedding approaches have been applied to various problems, such as text classification, text clustering, and textual similarity tasks. Text similarity can be measured through document or word embedding [18], [19]. Recently, word-embedding approaches have been mainly used for generating the features of the classifier, such as the support vector machine (SVM), the convolutional neural network (CNN), or the recurrent neural network (RNN) [20]–[23]. To classify texts, the authors of [20] and [21] use word-embedding as an input layer of a CNN. The average word vector is used as a feature [22], [23]. In these approaches, the classification performance highly depends on the size of the tagged corpus. However, in a fine-grained clustering problem, it is difficult to construct an adequately large tagged corpus per cluster because too many clusters exist. Although the relationships among many clusters can follow a hierarchical system for certain tasks, such as mobile application clustering, these approaches are generally suitable for a flat classification system, rather than for a hierarchical system.

On the other hand, some embedding approaches have been used for sentences, documents, or semantic units [24]–[29]. A document-embedding method called doc2vec, which is similar to CBOW and Skipgram, was proposed [24]. Unlike CBOW and Skipgram, however, the document-embedding method represents a document as a vector. For a document similarity task, a document-embedding-based approach performs better than an n-gram-based approach or a word-embedding-based approach [18]. A topic tag can be used to learn the document vector [27]. However, for untagged data, a document vector cannot be learned in the same way as the tagged data.

Some word-embedding approaches have used knowledge resources for improving the performance. Similar to the pairwise ranking approach, the authors in [30] consider the constraints in which the distance between two antonyms is longer than the distance between...
two random words, whereas the distance between two synonyms is closer to the distance between two random words. Similarly, the authors in [31] consider the constraint in which the distance between two antonyms is longer than the distance between two synonyms according to WordNet. In addition, the authors of [28] consider the constraint in which a word vector can be generated by combining the sense vectors. To fine-tune the learned weight matrix, the authors in [32] consider the distance between two related words as being closer to the distance between random words according to language resources, such as WordNet and the Paraphrase Database.

For improved performance, the proposed model adopts semi-supervised learning. The model learns the document embedding based on a conventional doc2vec algorithm and then retains it using an automatically tagged training corpus. As a constraint, we use the assumption that the distance between two documents in the same cluster should be close.

III. Fine-Grained Mobile Application Clustering Model

The proposed model consists of the following steps, as shown in Fig. 1. First, the keyword selector extracts keywords as the initial cluster labels from the mobile application titles. To cluster similar mobile applications, the cluster initializer generates the initial clusters based on the title keywords. By using document embedding, the cluster expander allows the initial clusters to include more mobile applications without any title keywords. Finally, the cluster merger combines similar clusters by using word and document embedding.

1. Initializing Clusters with Title Keywords

Considering that a mobile application title precisely identifies its characteristics, the proposed model initializes clusters based on the keywords in the title. The proposed model utilizes an association rule [16] to extract keywords from the titles. For example, the keywords “nail art,” “nail design,” and “home design” can be extracted from the titles.

On the other hand, many mobile application titles can include some stop words, such as “iPhone” and “Android.” Although these stop words are not useful for clustering, they can be extracted as keywords because they are frequently included in many mobile application titles. To filter these stop words from the keywords, the proposed model considers that the mobile application stores classify the mobile applications into 40 to 50 categories according to their characteristics.

Assuming that more frequent words in only certain categories can indicate the important keywords to cluster for the mobile applications, the proposed model gives a high weight to these important keywords by calculating the relative category frequency (RCF) as follows:

$$\text{RCF}(\text{word}, c) = \frac{\sum_{d \in \text{doc}} \text{tf}(\text{word}, d) \times \frac{\text{cf}(\text{word}, c) / |c|}{\sum_{c' \in \text{categories}} \text{tf}(\text{word}, c') / |c'|}}$$

where \( \text{word} \) is a candidate keyword, \( c \) is a mobile application category, \( d \) is a document in category \( c \), \( \text{tf}(\text{word}, d) \) is the term frequency of \( \text{word} \) in document \( d \), \( |c| \) is the number of total documents in the category, \( \text{cf}(\text{word}, c) \) is the term frequency of \( \text{word} \) in category \( c \), and \( \text{categories} \) is the set of categories.

The extracted keywords are used to classify the applications, including the keywords in the title, into the initial clusters. For example, the titles “nail art tutorial,” “nail art salon,” and “candy nail art” are classified as the “nail art” cluster. In order to improve the document embedding, the proposed model utilizes these initial clustering results as the cluster tagged training corpus, as described in Section IV.

2. Expanding Clusters with Document Embedding

To overcome the limitation in which the initial cluster cannot classify many mobile applications with no title keyword, the proposed model expands the initial clusters using document embedding. First, it generates a document vector from both the title and the description of each mobile application in the initial clusters. It then calculates the average of the document vectors per initial cluster. It calculates the cosine similarity between the new cluster centroids and the document vector of every mobile application. The cluster can additionally accept new mobile applications with a higher cosine similarity than threshold \( \epsilon \). Although the titles “French manicure,” “my beautiful nails,” and “nail salon” do not include the keywords “nail art,” they are classified into the “nail art” cluster by the document embedding of the application description.
3. Merging Clusters with Word and Document Embedding

To merge similar clusters, such as “nail art” and “nail design,” the proposed method exploits label similarity, cluster similarity, and cluster overlapping, as described in Fig. 2. It thus does not require the resource construction cost for a synonym dictionary because it utilizes the values of label similarity, cluster centroid similarity, and the overlapped number. When the linear combination of these three values exceeds the threshold, two clusters are merged, as described in Fig. 2. First, the label similarity is the cosine similarity between the word vectors of the keywords representing two clusters, and each word vector is calculated using word embedding [17]. Whenever two clusters are merged, the word vector of the merged cluster estimates the average of the previous two word vectors. Second, the cluster similarity is the cosine similarity between two average document vectors, indicating the average of all document vectors in each cluster. Third, the overlapped number is the number of mobile applications overlapped between two clusters.

4. Time Complexity of the Algorithm

The time complexity of the keyword selection is $O(n)$ because the complexity of the association rule [16] is $O(n)$, where $n$ is the number of documents. The complexity of initializing and expanding the clusters is $O(n)$ and $O(c \cdot n)$, respectively, where $c$ is the number of initialized clusters. The time complexity of merging clusters takes $O(c^2)$ because it computes the similarity for each pair of clusters. Because $c$ is much smaller than $n$, it is feasible to apply the algorithm to a large dataset.

IV. Learning Document Embedding with Training Set

The document embedding method represents documents as vectors. Most of the previous methods learn the document vector in an unsupervised manner, as described below in Section IV-1, whereas the proposed method learns the vector in a semi-supervised manner, as described in Section IV-2.

1. Skipgram and doc2Vec

As a word embedding method, shown in word2vec in Fig. 3, the authors of [17] proposed Skipgram, a neural network predicting the context words $w_j$, $w_{j+1}$, and $w_{j+2}$, from the input word $w_i$ based on the respective input, projection, and output layers. In (3), $V_{w_i}$ is a word vector of input word $w_i$ based on the weight matrix, whereas $V'_{w_i}$ is a word vector of the output word $w_j$.

$$\frac{1}{T} \sum_{t=1}^{T} \sum_{j \in cw(t)} \log P(w_j|w_i), \quad (2)$$

$$\log P(w_j|w_i) = \frac{\exp \theta'_j \cdot V'_{w_i}}{\sum_{j' \in \text{Vocab}} \exp \theta'_j \cdot V'_{w_j}}. \quad \text{(3)}$$

Given the training corpus $T$, Skipgram maximizes the log probability in (2) and learns the weight matrix. Because (3) requires several computations to calculate the denominator, the authors of [33] utilize a negative sampling method to decrease the number of computations. Finally, each word is represented as a vector based on the weight matrix.

Considering the characteristics of a multi-word text, such as a document, sentence, or paragraph, the authors of [24] proposed a document embedding method, called doc2vec, by modifying the word-embedding methods of Skipgram (PV-DBOW) and CBOW (PV-DM).

![Fig. 2. Cluster merge algorithm.](https://doi.org/10.4218/etrij.17.0116.0936)

![Fig. 3. Proposed retrofitted document embedding architecture.](https://doi.org/10.4218/etrij.17.0116.0936)
For a forum question duplication task and a semantic textual similarity task, document-embedding-based approaches perform better than word-embedding-based approaches, while a PV-DBOW-based approach performs better than PV-DM [18]. Therefore, the proposed model utilizes the document-embedding method PV-DBOW to obtain a pre-trained document vector. Given the input document \(d_i\), it predicts the context words \(w_j\), \(w_{j+1}\), and \(w_{j+2}\) in the document, as described in doc2vec of Fig. 3.

2. Retrofitting Document Embedding with Tagged Corpus

The proposed model uses the initial clustering results as a cluster tagged training corpus to retrofit the pre-trained document vector. Specifically, the proposed model utilizes the pre-trained weight matrix, which is learned using the doc2vec method, as the initial weight matrix. It then updates the weight matrix using the documents in the same cluster as the output layer. As described in doc2vec of Fig. 3, the conventional document embedding method predicts the words in the document from the input document. On the other hand, the proposed model predicts the words in the document from the input document \(d_i\), as described in doc2vec of Fig. 3.

The weight matrix is updated according to the constraint in which the distance between two documents in the same cluster should be close within the embedding space. Inequality (4) represents the constraint in which threshold \(\delta\) indicates the distance between two random documents. In inequality (4), the document vectors of two documents \(D_i\) and \(D_j\) are represented as \(V_{D_i}\) and \(V_{D_j}\).

\[
\text{dist}(V_{D_i}, V_{D_j}) < \delta \quad \text{if} \quad D_i \text{ and } D_j \text{ are in the same cluster (4)}
\]

The proposed model maximizes the log probability (5) with a constraint and learns the weight matrixes. In log probability (5), \(D_i\) is the document set, \(D_j\) is the input document, \(D_j\) is the output document, and \(sc(D_j)\) is the index set for the documents within the same cluster.

\[
\sum_{i \in D} \sum_{j \in sc(D_j)} \log P(D_j|D_i) \quad \text{subject to distance}(D_j, D_j) < \delta
\]

\[
\log P(D_j|D_i) = \frac{\exp V_{D_i}^T V_{D_j}}{\sum_{j' \in D} \exp V_{D_i}^T V_{D_{j'}}}. \quad \text{(6)}
\]

The proposed model learns the document vector according to the semi-supervised learning method. The pre-trained document embedding is fine-tuned using the cluster-tagged training corpus, where the corpus is automatically generated from the initial clustered results. To solve the constraint optimization problem, the proposed model utilizes the constraint as a penalty term of the object function [31]. In (7), \(\eta\) is a control parameter used to balance the contribution of the penalty term.

\[
O' = O - \eta \text{Dist}(D_i, D_j). \quad \text{(7)}
\]

The distance between two documents is estimated based on the cosine distance. A closer distance between two documents \(D_i\) and \(D_j\) in the same cluster incurs a smaller penalty value, whereas a longer distance incurs a greater penalty value.

\[
\text{Dist}(D_i, D_j) = 1 - \cos(V_{D_i}, V_{D_j}). \quad \text{(8)}
\]

The proposed model conducts normalization using a negative sampling method. The negative sampling method randomly extracts certain documents from the other clusters without document \(D_i\). When the weight matrix is updated, the negative samples are used in the opposite way as a positive sample; if the document vector is close to the document vector in the negative samples, it incurs a greater penalty value.

Similar to a conventional document embedding approach, the weight matrix is learned according to the stochastic gradient descent algorithm. For the back propagation algorithm, the penalty term is derived as follows:

\[
\frac{\partial \text{Dist}(D_i, D_j)}{\partial V_{D_i}} = \frac{\partial (1 - \cos(V_{D_i}, V_{D_j}))}{\partial V_{D_i}}. \quad \text{(9)}
\]

Cosine similarity can be partially differentiated as follows:

\[
\cos(a, b) = \frac{a \cdot b}{\sqrt{a^2 b^2}}, \quad \text{(10)}
\]

\[
\frac{\partial \text{cos}(a, b)}{\partial a_i} = \frac{\partial }{\partial a_i} \left( \frac{a_1 \cdot b_1 + \cdots + a_n \cdot b_n}{\sqrt{a^2 + b^2}} \right) \\
= \frac{\partial }{\partial a_i} \left( \frac{a_1 \cdot b_1 \cdot (a_1^2 + a_2^2 + \cdots + a_n^2)^{-\frac{1}{2}} \cdot |b|^{-1}}{a \cdot b} \right) \\
= \frac{b_1}{a \cdot b} + \frac{a_1}{a \cdot b} \cdot \frac{b_1}{a^2}, \quad \text{(11)}
\]

\[
\frac{\partial \cos(a, b)}{\partial a} = \frac{b}{a \cdot b} - \cos(a, b) \cdot \frac{a}{a^2}, \quad \text{(12)}
\]

In (11), \(a_i\) and \(b_i\) are the \(i\)-th values of vectors \(a\) and \(b\), respectively.
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V. Evaluation

1. Experimental Dataset

For the evaluation dataset, 2.1 million mobile applications were crawled from the Google Play Store [34], and 1,000 mobile applications were selected for each of the following five categories: lifestyle (Life), education (Edu), travel and local (Travel), tools (Tool), and entertainment (Ent). Then, three annotators manually classified 5,000 mobile applications with a fine-grained hierarchical classification structure. When the annotators obtained different results for the same mobile application, the different results were changed into a single result according to the mutual agreement. The hierarchical classification structure enables both a lower-level class (such as “make up”) and a top-level class (such as “beauty”) for the same mobile application.

The final number of mobile applications classified per category was less than 1,000 because some mobile applications were excluded from the test set when the annotators failed to agree. Table 1 shows the details of the test set and the crawled set. To learn the document embedding, we exploited the crawled set as the training corpus, which was automatically clustered using the cluster initializer of the proposed model, as described in Fig. 1.

2. Experimental Setup

The proposed model shown in Fig. 1 is implemented as follows. First, the keyword selector extracts certain keywords based on the association rule [16] and RCF, as described in (1). Then, the cluster initializer classifies some mobile applications based on the keywords included in each mobile application title. Additionally, the cluster expander classifies other mobile applications with no keywords by calculating the cosine similarity between each cluster centroid and every mobile application. The classification is based on the document vector and is learned using the proposed retrofitted document embedding method shown in Fig. 3.

Finally, the cluster merger combines similar clusters according to the cluster merge algorithm shown in Fig. 2 based on the document vector and word vector. Moreover, it is learned using the word embedding [17]. The irace package [35] is used to tune the hyperparameter of the algorithm. All experiments in this paper were run on a PC with an Intel 4.00 GHz CPU and 64 GB of RAM

3. Comparable Clustering or Classification Methods

We compare the clustering performance of the proposed method with two renowned and efficient algorithms: the K-means and LDA algorithms. We also compare our algorithm with agglomerative hierarchical clustering against various merging metrics. To compare the algorithms in a fair manner, we set the number of clusters as the golden standard and use the irace package [35] to tune the hyper-parameter of each algorithm with the lifestyle category. The details of the comparable methods are as follows:

- The K-means and LDA algorithms are respectively learned by Sklearn [36] and the Gensim tool [37]. The performances are measured on the average of ten experimental results.
- For agglomerative hierarchical clustering, we use complete linkage (CHC), average linkage (AHC), and ward metric with Sklearn [36].
- The proposed model is described in Fig. 1. In a linear combination for a cluster merge, the weights of the label similarity, the cluster centroid similarity, and the cluster overlap are optimized for each vector representation. Similar clusters are merged until the number of clusters reaches the golden standard.
- To analyze the effects of the proposed document representation method, the following methods are compared.
  - TF indicates the term frequency vector of a document. For the proposed model, $a$, $b$, and threshold $e$ for an expanding cluster is optimized as 0.47, 0.22, and 0.52, respectively.
  - RCF indicates a relative category frequency vector of a document, as described in (1). For the proposed model, $a$, $b$, and $e$ are optimized as 0.51, 0.19, and 0.63, respectively.
  - The LDA algorithm can be used to represent the document as a topic-score based vector [38]. The number of topics is set to 124. For the proposed model,

<table>
<thead>
<tr>
<th>Table 1. Test set and crawled set information.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test set</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td># Apps</td>
</tr>
<tr>
<td># Class</td>
</tr>
<tr>
<td># Class (top level)</td>
</tr>
<tr>
<td>Crawled set</td>
</tr>
<tr>
<td># Class</td>
</tr>
</tbody>
</table>
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$\alpha$, $\beta$, and $\epsilon$ are optimized as 0.35, 0.46, and 0.4, respectively.

- Doc2vec represents a document as a document vector using the doc2vec algorithm, and it is learned using the Gensim tool [37]. The vector dimension is set to 300. The length of the window is set to eight, and the number of negative examples is set to five. For the proposed model, $\alpha$, $\beta$, and $\epsilon$ are optimized as 0.31, 0.45, and 0.43, respectively.

- Rdoc2vec represents a document as a document vector using the retrofitted weight matrix. Up to 50 positive examples are randomly selected from the documents within the same cluster. The same number of negative examples is also randomly selected from the other cluster. The value of $\eta$ is set to 0.34. For the proposed model, $\alpha$, $\beta$, and $\epsilon$ are optimized as 0.32, 0.49, and 0.41.

In addition, we evaluate the performance in classifying the applications using the training set automatically constructed from the crawled set. For the classification performance evaluation, the proposed document vector similarity based approach is compared with naive Bayes, SVM, and the one-class SVM classifier.

- The naive Bayes classifier is learned using Sklearn [36]. We set the alpha as one.
- An SVM classifier is learned using Lee’s SVM tool [39] with a linear kernel and 1,000 as the cost value.
- One-class SVM [40] is learned with a linear kernel. We set the cost value as 100. The main difference of a one-class SVM is that it learns from only positive examples.

4. Experimental Results

A. Clustering Performance

To compare clustering performance between the proposed model and the baseline algorithms, we use purity and entropy as evaluation measures. Because the baseline algorithms are designed for a nonhierarchical output, the top-level classes are used as the correct class without the lower level in the test set.

Purity is an external evaluation criterion of the cluster quality. Moreover, it is the ratio of the number of correctly clustered mobile apps from the number of total clustered mobile apps.

In (13), $N$ is the number of total clustered mobile apps, $k$ is the number of clusters, $c_i$ is a cluster, and $t_j$ is the class tag that most of the mobile apps select in cluster $c_i$.

$$\text{Purity} = \frac{1}{N} \sum_{i}^{k} \max_{j} |c_i \cap t_j|.$$  \hspace{1cm} (13)

Entropy measures the unexpectedness. For each resulting cluster, we can measure its entropy as follows. In (14), $P(t_j)$ is the probability of classifying a mobile application as $t_j$ in cluster $i$, $N$ is the total number of clustered mobile apps, and $N_w$ is the number of mobile apps in cluster $i$.

$$\text{Entropy} = \frac{N_w}{N} \sum_{i}^{k} \sum_{j} P(t_j) \log P(t_j).$$  \hspace{1cm} (14)

Table 2 shows the clustering performances based on the combinations of clustering algorithms and the document representation methods. Purity takes a value of zero to one, where a higher purity value indicates a better performance. Entropy takes a value of more than zero, where a lower entropy value describing less unexpectedness indicates a better performance.

In Table 2, the “travel and local” category shows a better performance than the other categories because the number of clusters in this category is less than those of the other categories, and the keywords are easily found in the title and description.

The proposed model shows a better performance than the K-means algorithm in a comparison of most of the document representation methods. For the average performance of the five categories, the document representation with rdoc2vec increases by 0.19 in terms of purity, and decreases by 1.18 in terms of entropy when using the proposed model instead of the K-means algorithm.

Table 2 shows that the LDA algorithm performs better than any instance of the K-means algorithm. However, the proposed algorithm tends to overwhelm the LDA algorithm except for frequency-based document representation methods, such as TF or RCF. In addition, the proposed model using LDA as the document representation shows a better performance than using the document topic weight from LDA for direct clustering.

The performance difference between the two document representation methods, TF and RCF, is not significant. With the K-means algorithm, the document representation method RCF shows a better performance than the document representation method TF in terms of both purity and entropy. On the other hand, with the proposed model, the document representation method RCF shows a better performance than the document representation method TF for purity, whereas the document representation method TF shows a better performance than the method RCF for entropy.

The performance of the hierarchical clustering is generally poor except for the ward metric. With this
algorithm, using the rdoc2vec method shows the highest performance on average.

Compared with frequency-based document representation methods, the LDA and doc2vec based methods show better performances regardless of the clustering algorithms. This indicates that the way in which the document characteristics are represented is important. Although the difference in performance between LDA and doc2vec is not significant, doc2vec shows less performance deviation per category than LDA.

Compared with other document representation methods, the proposed document representation method rdoc2vec performs better regardless of the clustering algorithms. For the average performance level based on the five categories, the document representation rdoc2vec increases by 0.06 in terms of purity, and decreases by 0.13 in terms of entropy in comparison with the document representation doc2vec. This indicates that the performance can be improved by retrofitting the document embedding using the training corpus and constraint.

Table 3 shows the top-five nearest neighbor mobile applications for each of the three mobile applications. The bold type indicates truly similar mobile applications, which indicates that the proposed retrofitted document embedding method rdoc2vec can find more truly similar mobile applications than the conventional document embedding method doc2vec.

Figure 4 shows the change in performance of the proposed method according to $\alpha$ and $\beta$. The difference between the minimum and maximum purities is 0.13, whereas the difference between the minimum and maximum entropy is 0.52 according to the values of $\alpha$ and $\beta$, respectively. The clusters merged by both the word similarity and cluster similarity together showed a better
level of performance than the clusters merged by only one of them (when \( x \) or \( \beta \) is zero).

The average training time of \( rdoc2vec \) is approximately 3,128 s. Considering that it learns the vector from tens of thousands of documents, this is a reasonable time frame for large data. It requires less than 2 min to cluster approximately 1,000 mobile apps during the test set, which means \( rdoc2vec \) is suitable for a real environment.

B. Classification Performance

The proposed method automatically constructs the initial cluster and uses it as the training set. It then classifies the documents by comparing their similarity with the clusters. However, there is a well-known method for using the training set, namely, exploiting machine learning classifiers such as an SVM or naive Bayes classifier. The document vector similarity based approach is compared with other classification algorithms, such as the above two classifiers.

To evaluate the performance in classifying applications using the automatically constructed training set, the mean average precision is used as an evaluation measure. The mean average precision (MAP) is the mean of the average precision scores for each cluster. The mean average precision computes the mean of the average values of precision as follows.

\[
\text{MAP} = \frac{1}{|C|} \sum_{c} \frac{P(k) \times \text{rel}(k)}{\text{number of relevant documents}}
\]  

In (15), \( P(k) \) is the precision at cut-off \( k \) in the ranked list; \( \text{rel}(k) \) is an indicator function, which takes one if the item at rank \( k \) is relevant, or zero otherwise; and \( |C| \) is the number of test clusters. To measure the mean average precision (MAP), the similarity score or classification scores are used to rank the similarity between documents and clusters. Table 4 shows the classification performances according to the classification algorithm applied. MAP takes a value of zero to one, where the higher value indicates a better performance.

The proposed document representation method \( rdoc2vec \) shows the best MAP for the average of five categories. It improves by more than 0.09 in MAP in a comparison with the three classifiers: naive Bayes, the one-class SVM, and SVM. This indicates that the proposed model is more suitable for the fine-grained classification problem than a classifier.

The classifiers perform better than the frequency-based document representation methods, TF and RCF. On the other hand, the classifiers show a lower performance level than the neural-network-based document representation methods, \( doc2vec \) and \( rdoc2vec \), for the following reasons. Because the fine-grained clustering problem for mobile applications requires a large number of clusters, it is difficult to prepare a sufficiently large training corpus for every cluster. In the initial clusters used for the training corpus, some clusters include only 10 to 30 mobile applications. In addition, the hierarchical classification structure can be unfavorable to the classifiers. The one-class SVM classifier is not affected by the hierarchical classification structure because it uses only positive examples. However, the performance of one-class SVM is generally lower than that of a conventional SVM, and it cannot overcome the limitation of a small-sized training set.

To confirm the classifier performance differences according to training corpus size, we separated the initial clusters used for the training corpus based on the number of mobile applications in each cluster. Figure 5 shows that the MAP of the classifiers depends on the training corpus size. Specifically, the naive Bayes classifier learned from less than 100 mobile applications shows a 0.30 MAP.
whereas the same classifier learned from more than 500 mobile applications shows a 0.65 MAP.

The proposed rd2vec method shows a stable performance regardless of the training corpus size owing to its characteristics. The classification performance highly depends on the quality of the document vector and the centroid vector, which averages the cluster document vectors. The proposed method shows good performance because each cluster centroid vector is appropriately learned, albeit the cluster is small.

VI. Conclusion

In this paper, we proposed a fine-grained mobile application-clustering model retrofitting the document embedding. The proposed model has the following characteristics. First, the proposed semi-supervised clustering algorithm clusters a huge number of mobile applications. The proposed model initializes the clusters based on the title keywords with less noise. The initialized clusters are used as a training set to learn the document embedding. The experimental results showed that the proposed model increased by 0.19 in terms of purity, and decreased by 1.18 in terms of entropy, compared with the K-means algorithm. In addition, it improved more than 0.09 for MAP in a comparison with the classifiers.

Second, we proposed a method for learning a document vector using a training set. By adding a constraint to the object function, the performance of document embedding is improved compared to the conventional doc2vec. Third, to merge similar clusters, we consider the label similarity of the clusters, the cluster similarity, and the cluster overlap together. Through the proposed approach, it is possible to avoid constructing costly resources, such as a synonym dictionary. In future work, we will apply the proposed fine-grained mobile-application clustering model for retrofitting the document embedding to other domains, such as an emotional analysis.
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